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Abstract. Given a bounded set A, a Chebyshev center (when it exists) is—in some sense-a
candidate to give a global information on the set. Finding the centers of A is of great impor-
tance for applications. In many cases, it is very important to understand how they change
when the set A is perturbed. Our main result is a new characterization of Hilbert spaces: in
fact, we will show that the best estimate we can give in these spaces, concerning perturba-
tions of sets, cannot be expected outside this class of spaces. Moreover, we collect, we partly
sharpen and we reprove in a simple way most known results.
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1. Introduction and Definitions

Let A be a bounded set. If we want to substitute A by a singleton, a
Chebyshev center (center, for short) may represent the whole set, in the
sense that no point of A is too far from a center. Finding the centers of a
set is important, also in view of applications. For example, one of the most
important problems considered in location theory is the following: given a
set of clients, find the best location for a service center (a facility serving a
set of customers). In case it is important to locate the facility not too far
from all clients, the best location should be a center; in other terms, in this
case, given a set A we look for a point ¢ minimizing the largest distance
from the points of A.

Sometimes the set A (that is, the set of clients), is not well known, or it is
subject to changes; so it becomes interesting to know how centers are sen-
sitive to motion of clients. Consider the following example: assume that the
service must be provided by a mobile facility; a network maintainer should
reach all customers in some area and the customers move with their devices
(cellular phones, for example).

We assume, as often done, that the distance is measured by a norm; so
we consider a Banach space X, and a bounded subset A; also, we do the
general assumption that A contains at least two elements, otherwise most
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facts become trivial. Moreover, we assume that A is closed; recall that A
and its closed convex hull have the same Chebyshev centers and radius.

Finding a center amounts to solve a minimax problem: we must mini-
mize (on the whole space X) a function depending on the set A.

We sometimes assume that A is a finite set; most results obtained for
these sets extend to compact sets by using an g-net argument.

Many papers deal with the continuity (or also with stronger properties)
of the map associating with any set A its center ¢, assuming it is unique.
Here we are interested in estimates concerning the rate of the change: more
precisely, let us substitute a bounded set A with another, say B, which has
Hausdorff distance #(A, B) from A; we want to give the best possible esti-
mates for the distance between their centers cy4, cp in terms of A(A, B), and
the radii of the sets A, B.

We shall try to give a complete picture concerning this problem for uni-
formly convex Banach spaces (or in particular, for Hilbert spaces)

The present problem has been considered in a few papers (sometimes
published in journals without a large circulation: (see for example [13], but
also [5] and [20])). For results in the Euclidean plane, (see for example the
recent paper [7]).

We shall give a new characterization of Hilbert spaces: in fact, we will
show that the best estimate we can give in Hilbert spaces cannot be
expected outside this class of spaces.

Moreover, we collect, we partly sharpen and we reprove in a simple way
all relevant results in this context.

We recall that X is said to be uniformly convex, if the following holds:
for any & >0, there exists § >0 such that ||x|| <1, ||y|| <1, ||x —y|| =€ imply
M < 1—4. In this case, we can define the function modulus of convexity
in this way:

8(5)=inf{1 —m;

Xl <L Iyl <, llx =yl 28} (0<e<2).

This function § is strictly increasing in any uniformly convex space.
Let X be a Hilbert space over the real field R. Then X is uniformly con-
vex, with modulus of convexity:

&2
S(e)=1-— I_Z 0<eg2).

Also: X is said to be p-uniformly convex (p > 1) if for some constant
k>0, we have:

3(e) > ke? for every 0 <e < 2.

For example, Hilbert spaces are 2-uniformly convex.
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Given two bounded subsets A, B of X, we indicate by h(A, B) the
Hausdorff distance between them:

h(A, B)=max{sup,., infycp |x =y, sup,cpinfica [lx — yll}
For x € X and r >0, we set
Ulx,r)={yeX;llx—yll<r}.
For A bounded and x € X, we shall denote by r(A, x) the number
r(A,x) =sup,cy lx —all;
the radius of A is, by definition, the number
ra=inf,cxr(A, x).

A point ¢4 such that r(A, cy)=r4 is called a (Chebyshev) center of A.
We simply speak of radius and center, instead of Chebyshev radius and
center.

In uniformly convex spaces, every bounded set A has a unique center cx;
so in particular this is true in Hilbert spaces. Moreover, in the last class of
spaces, c4 € co(A), the closed convex hull of A (see for example [10], § 33).

2. Known Results

We start with a remark.

Assume that A ={x,...,x,} is a finite set. Let B ={yy,...,y,} with
lxi — yill<h, fori=1,...,n. Then h(A, B) <h.

The converse is not true. For example, let in the Euclidean plane
xi=CFEL1Dixn=FL-1);x3=y3=00;y=>01DDy»n=«0-1)A=
{x1,x2, x3}; B = {y1, y2, y3). Then h(A, B) =+/2; but |lx; — y;| <h for i =
1,2, 3 (for any ordering of the triplets) only for i >2.

But sets satisfying the “weaker” property can be slightly changed, by
adding some nearby points, so that the new sets satisfy the “stronger”
property. Therefore, estimates of changes related to the Hausdorft distance
and proved for finite sets with the stronger property, extend to compact sets
(by using an e-net argument).

Some estimates concerning the “rate of change” for centers, |ca —cgll/
h(A, B), hold for uniformly convex spaces (or at least, for spaces with §(¢)
satisfying some particular assumptions), and spring from the consideration
of the modulus of uniform convexity. Some others have been proved by
using special properties of Hilbert spaces.

We recall the following result: it was proved in [4], Corollary 2.5; the “only
if” part was also proved in [8], Lemma 4, then again in [11], Lemma 2.
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LEMMA 0. Let A be a bounded subset of a Hilbert space X. Then c is the
center of A (if and) only if

ceNgsocofy € As ly —cll Zra—e}.

REMARK. The above result holds also in all two-dimensional, strictly
convex spaces.

Already in [20], Proposition II.1.2, the following result was indicated.

PROPOSITION 1. Let X be a Hilbert space; A={xi,...,x,}, B={yi,...,
Vb Il SR il SR i — yill<h, fori=1,... ,n. Then

llca —cpll <2VAR +h2. (1)

Still in [20], an example was given of sequences of finite sets {A,}, {B,},
in the Euclidean plane, such that h(A,, B,) =n —+/n>—m?, while |ca, —
cp,||=m. If we fix n and we let m — 0, then this proves the following:

(NL) no general upper bound exists for ||c4 —cpl|/h(A, B).

The following estimate was given in [16], Theorem 1 and the Example at
p-30.

PROPOSITION 2. Given A, B in a Hilbert space X, we have:

liea—call <V/(h(A, B)+ra+rp)h(A, B). )

Moreover, pairs of sets (with the same radius) exist for which (2)
becomes an equality.

Clearly, (2) is an equality also when A and B are singletons.

More precisely, the above proposition was proved in [16] only for A, B
compact. Giving a different proof, which makes use of Lemma 0, (2) was
extended to non necessarily compact sets in [5] (the fact that compactness
was not necessary was also observed in [12]). In fact, the following slightly
stronger inequality can be obtained for X a Hilbert space:

if 74 <rp, then |ca —cpl? < (ra+h(A, B))? —r3. 2)

By refining the proof of Lemma 2.1 in [3], the following estimate for uni-
formly convex spaces was given in [5], Proposition 4.1.
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PROPOSITION 3. Let A, B be bounded sets and X uniformly convex; then
we have

' llca —call
<rp.th < WA B) 1 =8\ === ] ) ’
lfl"A rp en rp (FA+ ( ))( (FA+h(A9B)>> ()
or
. ”CA_CB” c1_ maX{l”A,’”B}
h(A, B)+min{ra, rg}) min{ra, rg}+h(A, B)

(< - h(4, B) ) . (3)
min{ra,rg}+h(A, B)

By using the value of §(¢) in Hilbert spaces (recalled in Section 1), the
above estimate only gives, for Hilbert spaces:

lica — call <2v/(h(A, B) +ra+rp)h(A, B),

which is weaker than (2).

In case the space is p-uniformly convex, this estimate can be given in a
different form: this was done in [19], Corollary 6 (see also [13]); the sharp-
ness of the estimates was also studied.

REMARK. The following result, weaker than Proposition 3, was given in
[17], Lemma 4.
Let A, B be compact and X a uniformly convex space. Then

5( llca —call )< h(A, B)
4[h(A, B) +min{r, rg}]) =~ min{rs, rg}+h(A, B)’

(3"

In fact, a careful reading of the proof shows that slight changes bring
this “rough” estimate to the better estimate (3).

A slight improvement will be given in Section 3 (Proposition 3 bis).

Still to (3’) reduces the estimate given in Theorem 3 of [19], with a proof
similar to that used in [5].

If the unit ball of X lacks “good” convexity properties, then we lack in
general existence and uniqueness of centers.

Some results concerning AL-spaces were indicated in Section 4 of [15];
for example, Theorem 4.4 there indicates that for sets with a unique cen-
ter in those spaces, the change of centers when sets are perturbed can be
controlled by some Lipschitz constant.

General results concerning the continuity of centers are indicated in [1],
Section 6 (continuity is strongly related to the so called “quasi uniform
convexity” of the space).
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Also, if X is infinite dimensional and of type p > 1, then the modulus of
uniform continuity for ||c4 — cgl|/h(A, B) cannot be very good (see [18]); recall
that being of type p > 1 means that ¢, is not finitely representable in X.

The following result was proved for example in [6] (Theorem 2.2), but
rediscovered several times (see for example [9], Theorem 1). By using
Lemma 0, we are giving a simple proof of it.

PROPOSITION 4. Let X be a Hilbert space, A a bounded subset of X and
c its center. Then we have:

ri4llx —cl> <r*(A,x) forall xeX. (4)

Proof. Let ¢ be the center of A and ¢ > 0. Take x € X, x #c; consider the
hyperplane M through ¢, orthogonal to x —c. According to the Lemma O,
the half space determined by M and not containing x must contain some
point x, €{y € A; ||y —c| =ra —e¢}. This easily implies:

2 2 2 2 2 2
ro(A, ) 2 lx =x |17 2 llx —cll” + lle =xe [I7 2 [lx —cll” + (ra — &)”.

Since ¢ >0 is arbitrary, this proves (4). O

3. Some Refinements

Throughout this section, we shall always use the following notations. Let
A, B be bounded subsets of X; without restriction, we shall assume, after a
translation if necessary, that c4 =0;cg=c. We set h(A, B)=h;rp=a;rp=
Billca —cpll=llc]l =y. Also, we assume that o < 8 (note that « +h >
always).

We slightly change (and improve) the example proving (NL) (which is
contained in an unpublished thesis).

EXAMPLE 1. Let X be the Euclidean plane. Set k=+/1+m? (0 <m < 1).
Let Am = {Pl,m7 P2,m’ P3,ma P4,m}a where:

1 m -1 m
P m= 170;P m= _I,O;P m=—\ 75 ;P m=—=\ 575 )
1m=(1,0); Pam=( ); Ps, <k k> 4, <k k)

Now set B, ={P,, P, P3,. Py,} where P/ = (1/k (1 - (1/k))m);
P}, =(=1/k. (1= Dm); P, =(1,m); P; = (—1,m).

We have: hi(Am, Bn) =k — 1= ||Pi — P/ IIG=1,2,3,4);ca, =6; ¢, =
(0, m), so |lca, — cp, || =m. Therefore: |ca, —cp,||/h(An, Bn) = (m/k —1);
the last quantity, for m small, can be approximated by (2/m), which goes
to oo for m — 0.
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We indicate a different form of Proposition 1.

PROPOSITION 1 bis. Let X be a Hilbert space; A = {xi1,...,x,}; B =
iyl i = yill <h for i=1,...,n. Let ra=a<rg=p; if ca,cp are
the centers of A, B, respectively, then we have:

lica — cpll <h ++/5h2 +2ha + 2hB. (1)

Proof. We use the above notations (¢4 =6, cp=c).
Case 1. Let y <B—a. Then |[c—x;|| <y +a<B;|lc—y| <B. Therefore
(1) gives:

y <2VhB +h?; this implies (1') (for example, use 248 <2ha + 2h?).

Case 2. Let y>p8—a. Set P=((y —a+8)/2y)c; then, for i=1,... ,n,
we have:
y—a+p y+oa+p
[P —xi <P+ il < > +a= o

y+a—p y+a+p
IIP—inI<IIP—CII+||C—inI<T+ﬂ=T-

Therefore (1) gives (y =||c| > 0):

V<2\/h(W)+h2=\/2h (y +a+p)+4h%, or

y? —2hy — Qha +2hp +4h*) <0

Sy<h+ \/h2 +2ho +2hB + 4h?%, which is the thesis. O

REMARK. The proof of Proposition 1 in [20] is rather involved, but
straight (no “deep” result is used); also, the estimate indicated is weak. But
a careful reading of it brings again, at least for finite (then also for com-
pact) sets, to (2).

Proposition 2 bis slightly improves Proposition 2. The method of proof
is similar to that used in [17] to prove, in uniformly convex spaces, Propo-
sition 3.

PROPOSITION 2 bis. Let X be a Hilbert space. Then with our notations,
we have:

y <V(a+n)?2—p. (2)
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Proof. If y =0 then (2') is trivial, so we assume y > (0. We first prove a
claim.

CLAIM. We always have:

(@+h)?— B> +y? =2y (a+h)?— B2 (*)

Proof of the claim. By setting o = (h +a)? — p? the inequality becomes
o+y222y o & (y —/o)? =0, which is clearly true.

The set B is contained both in U(c, 8) and in U0, a +h).
If U(c,B)CU@, a+h), then:

a+h=B+y. (5)

In this case
y<Wath—B)><Ja+h—BJa+h+pB=(a+h)>— B2 and the result is
proved.

We cannot have U@, a+h) CU(c, B), otherwise B=a+h : but then ¢=
0, and so y =0.

We are in Hilbert spaces; so the intersection of the boundaries of two
balls lies in a hyperplane and it is called a hypercircle (the boundary of a
ball in the hyperplane).

Consider now U(c, B)NU (O, a + h), assuming that there is no inclusion:
such intersection is non empty; moreover, it is a hypercircle centered at a
point t¢ for some ¢t >0. If x belongs to the intersection, we must have:

(@+h)?=|x—tc|*+ |tc|?

2 2 2
B =llx —tcll” +llc —rcll”.

Easy computations then give t = ((a +h)> — % +y2)/2y>) (> 0).
Also, the radius p of the hypercircle satisfies:

(Ol+h)2—,32+)’2>2y2.

pP=lx—telP=(a+h)’ - ||tc||2:(oz+h)2_( —

If 0<t <1, the ball B(zc, p) contains U(c, B)NU (B, a +h), and then also
B; thus 8 < p, and this implies

(a+h)?=B*+yH)?/4y> =(a+h)>— p* < (@ +h)>— B%, against (*).

Therefore r > 1: 5o (a +h)*> — g%+ y2 > 2y2, which completes the proof.[]
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REMARK 1. If equality holds in (2') and y >0, we have r =1: so the
radius of the intersection is the same as the radius of B.

REMARK 2. It is simple to see that whenever @ < 8, (2') is better than (2).

REMARK 3. From (2') (or also from (2)) we obtain:
y <+/2hB +h2. 2"

REMARK 4. If A, B are balls, then (5) always holds with equality (o +
h=B+vy): (see [14]).

REMARK 5. The estimate (2') can also be read as an estimate concern-
ing the change of the radius, when (the amount of the perturbation, and)
the distance between the centers is known. For example, y > implies 8% <
o +2ha, or a>+/h?+p2—h.

Concerning Proposition 2 bis, we note that the proof given in [12] was
based on the following facts: given a bounded set A, take o > 0; then for
any x € X, A contains a point a, such that:

laoll>ra—o;

(ca—x,as —cCy) > —0.

This is a consequence of our Proposition 4. So we can indicate another
simple proof of (2').

SECOND PROOF OF PROPOSITION 2 bis. Take o > 0. According to
Proposition 4, we have (with the usual notations), 2+ |c||> <r*(B,0); so
for some element b€ B, we have: 24y —o < ||b||%; then, by taking some
a € A such that ||a —b| <h+ o, we obtain:

B>+ v*—o <(all + |b —al)? < (« + (h + 0))*. Therefore, since o >0 is
arbitrary, we have B2+ y2 < (a +h)?, which concludes the proof. O

The result we are going to prove slightly improves (3) and seems to be a
rather sharp estimate for uniformly convex spaces.

PROPOSITION 3 bis. Let A, B be bounded subsets of a uniformly convex
space X;ra<rg. Set n=ra+h(A, B) —rp,; then we have:

”CA _CB” +77 "
rg<(ra+h(A, B)) (1—5(m))- (3")
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Proof. We use the usual assumptions (c4 =6;cp=c; |lca —cgll=y). Set
d=c+ nﬁ, (so |6 —c’|l=y +n); then B is contained both in U(0,r, +
h(A,B)) and in U(c',rg+n)=U(c',ra+h(A, B)). Therefore, given a point
x € B, both 6 and ¢’ belong to U(x,rs + h(A, B)): since ||6 — || =y +
n, the uniform convexity of X implies [|lx — (6 + ¢')/2|| < (ra+h(A, B))
(1—=8(y+n)/(ra+h(A, B))). Therefore B is contained in U ((6 +¢')/2, (ra+
h(A, B))(1=8((y +n)/ra+h(A, B))))], which is the thesis. O

4. Moving Only One Point

We may wonder if moving only one point of a set can still produce, for the
radius or the center of a set in case of uniqueuess, changes of the same rate
as moving possibly all points of a set.

Concerning the radius, we indicate the following simple result.

PROPOSITION 5. Let A = {x1,x2,...,X%:.}; B = {x],x2, ..., X, }; [lx1 — x{]l
<h. Then (in any space X) we have |ra —rg| < (h/2).

Proof. Let A, B as above; also, let ACU(c,r) for some c€ X and some
r>0.If [[x{ —c|| <r, then BCU(c,r); otherwise, if ||x; —c||=r+n for some
n>0(n<h), then by setting ¢ =c+ 3((x; —¢)/llx1 —cll), we clearly have:
BCU(c,r+(n/2)); thus rg<ra+4. O

Concerning the motion of the center of a set, we consider the following
example (an adaptation of Example 1).

EXAMPLE 2. Let X be the Euclidean plane. Set k = +/1—m2 (0
<m<1). Let A, = {Pl,ma P, P3,m}, B, = {Pl/,m’ P, P3,m}> where: P =
(k,m); Py = (=1,0); P3,n = (1,0); P, = (1,m). We have: |[P[, — Pynll
is equal to the diameter of By ||Pim — Pomll < |P3w — Poml = 2; so:
ca, =0;cp, = (P, + Prm)/2) =(0,%);ra, = 1;rp, =[I(1,m) — (0, 5)]| =
V14 (@m2/4). The Hausdorff distance between A,, and B,, is 1 —k =
(m?)/(1+k). Therefore:

_ 21+ vT—m?
lew. —cn) _BUHTomD_ Ly ),
m

h(Aw, Bn) m?
the last quantity, for m small, can be approximated by 1/m, which goes to
oo for m— 0.
Note that concerning the radii, we have: |ry, —rp,|=+/1+(m?/4)— 1=
(m2/4)/( 1+ (m?/4) 4+ 1); therefore, for m small, |ry, —rp, |/ h(Au, By) is
near to (1/4).
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5. A New Characterization of Hilbert Spaces

According to the result given in [19], Theorem 7 (see also [13]), the follow-
ing is true.

For some p > 1, let there exist k>0 such that, for any A and B bounded,
the following estimate holds:

llea —call” <k((ra+h(A, B)" = (rp)?),

then X is p-uniformly convex.
For p=2 we are going to prove that in fact much more is true.
We recall the following result: (see for example [2]), Proposition (6.9”).

PROPOSITION 6. A Banach space has a Hilbertian norm if and only if we
always have

lx = yI2+Ix+ I =20x 12+ Iy I*) for all pairs x,y such that

lx=yll=llx+yl. (6)
As a consequence, we can give the following result.

THEOREM 7. Let X be a Banach space. Then the norm of X is Hilbertian
if and only if (2') holds for every pair of sets A, B with centers.

Proof. We assume that the norm of X is strictly convex, otherwise cen-
ters are not unique and then (2’) has no sense; such assumption implies
that every finite set has at most one center.

If the norm of X is not Hilbertian, then there is a pair x,y, with
lx —yll=1x+yl|l, violating (6): that is,

lx —yll=lx+yl; 2P+ Iy 1% > lx =12+ llx + yl1%

By changing x, y with tx, ty if necessary, it is possible to assume that
IxlI<lyll=1 let lx —yll=llx+yll=0 (so 20 =[x+ yll+lx =yl =2lyll=
2, thus o >1). Therefore 2| x> > 202 =2|y|>=2(c>=1): so ||x||>+o2—1
and o < /2.

Now let A={—y,y,x,(x +y)/2,(x = y)/2}; B={(x+y)/2,(x = y)/2,
x, x—(0/2)y, x4+ (c/2)y}.

Clearly, we have: ra=1(ca=0);rg=(0/2)(<ra;cp=x); h(A, B)<(c/2):
therefore [cs —cpll=llx]| > Vo> —1=/($+%)> 1 2\/(r;,—|—h(A, B))?—r2,
which concludes the proof. O
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